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Camera Model

𝑲 =
𝑓 𝑠 𝑢
0 𝑔 𝑣
0 0 1

Camera matrix 𝐏 = 𝐊 𝐑 𝐭 ∈ ℝଷ×ସ

Estimating Params in 
𝐾 is called Camera 
Calibration

Where parallel world lines appear to intersect in image.
Vanishing Point (VP)

Real-Image Virtual Image Sphere

VP!

[1]

Orthogonal!

Given 2 orthogonal VPs 𝑢 = 𝑢ଵ, 𝑢ଶ, 𝑢ଷ
ୃand v = 𝑣ଵ, 𝑣ଶ, 𝑣ଷ

ୃ, 
linear relation is known to hold [2];

𝑢ୃ 𝐾𝐾ୃ ିଵ𝑣 = 𝑢ୃ𝜔𝑣 = 0

** 𝜔 is called Image of Absolute Conic (IAC).

Solver: SVD + Matrix Decomposition

- Solve 𝐴𝑤 = 0 by SVD to find the nullspace
(w)

- Recover 𝐾 by Cholesky decomposition
(𝜔 = 𝐿𝐿ୃ)

Stratified Approach: Solve for 𝜔

- Parameterize IAC.

𝜔 =

𝜔ଵ 𝜔ଶ 𝜔ଷ

𝜔ଶ 𝜔ସ 𝜔ହ

𝜔ଷ 𝜔ହ 𝜔଺

→ 𝑤 =

𝜔ଵ

𝜔ଶ

𝜔ଷ

𝜔ସ

𝜔ହ

𝜔଺

- Simpler tasks (e.g., 1100𝑠)
- Minimal problems (dim = 0)

- Complex tasks (e.g., 𝑓𝑔𝑢𝑣𝑠)
- Underconstrained despite being square.
- Likely due to algebraic dependencies.

- Data (Coefficients of Polynomial System)
- Synthetically generated n orthogonal VPs

- Metrics: computed in Macaulay2
- dim(I): Dimension of Solution-set
- deg(I): Degree of Polynomial System

𝐾 =
𝑓 0 𝑢
0 𝑓 𝑣
0 0 1

𝜔 =
𝜔ଵ 0 𝜔ଶ

0 𝜔ଵ 𝜔ଷ

𝜔ଶ 𝜔ଷ 𝜔ସ

- Example task: 𝑓𝑓𝑢𝑣0

- Fixed focal length (
௙

௚
= 1) + Zero Pixel skew (𝑠 = 0)

- Similarly, there could be various assumptions on K!

Variations of calibration tasks

Setup

Results

0-Dimension

Positive
Dimension

Expanded IAC

- Stack nmeasured VPs as before;

- 𝐴 =
𝑢ଵ

ୃ𝜔𝑣ଵ = 0
⋮

𝑢௡
ୃ𝜔𝑣௡ = 0

→ 𝐴𝑤 = 0

𝑛 × 6

Solve via Polynomial Solver
- Use the continuation method to solve 

the resulting poly-sys
- Hot-start; Start from a system in the 

family of the target system;
- 𝐹௢௙௙௟௜௡௘ approximates 𝐹௢௡௟௜௡௘ but 

uses parameters computed 
offline.

- Data (Coefficients of Polynomial System)
- Synthetically generated n orthogonal VPs

- Comparisons
- PHC-HS (Direct): Ours
- PHC-HS (Stratified): Stratified w/h PHC
- SVD: Stratified approach using SVD

- Metrics: MSE in intrinsics (fguvs)
- Results

- Solver Succ. Rate: Ours (100%) vs SVD (40%).
- Accuracy: Ours achieved the lowest errors.

- Focal length: 𝑓, 𝑔
- Image centre in pixels (𝑢, 𝑣)
- Skewness: 𝑠
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- Stack n measured VPs.

- 𝐴 =
𝑢ଵ

ୃ𝜔𝑣ଵ = 0
⋮

𝑢௡
ୃ𝜔𝑣௡ = 0

→ 𝐴𝑤 = 0

𝑛 × 6

Toy example : 𝐼 = 𝑦 − 𝑥ଶ ⊂ ℂ 𝑥, 𝑦
- Dim=1 as it’s a curve
- Degree=2 as intersects w/h a generic line at 2 pts

Synthetic

Real Img

- Data: Strecha et al. 2008
- Comparisons

- PHC-HS (Direct): Ours
- SVD: Stratified approach using SVD
- GeoCalib: Learning-based SOTA

- Results
- PHC-HS (Direct): 100% SR and competitive 

errors compared to learning-based SOTA

- Use the original algebraic expressions in IAC

Ours!!

𝜔 =
1

𝑓ଶ𝑔ଶ

𝑔ଶ + 𝑠ଶ −𝑠 −𝑢𝑔ଶ + 𝑠𝑣𝑔

−𝑠 𝑓ଶ 𝑠𝑢 − 𝑓ଶ𝑣 − 𝑠ଶ𝑣

−𝑢𝑔ଶ + 𝑠𝑣𝑔 𝑠𝑢 − 𝑓ଶ𝑣 − 𝑠ଶ𝑣 𝑓ଶ𝑔ଶ + 𝑓ଶ𝑣ଶ + 𝑔𝑢 − 𝑠𝑣 ଶ

Baseline Ours

𝐹௢௡௟௜௡௘ 𝑥 = 0 𝐹௢௙௙௟௜௡௘ 𝑥 = 0

** Representative 
results

Available on Zoom for discussion.
Apologies for not being on-site.


